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The impact of Kalman filtering on all areas of applied
mathematics, engineering, and sciences has been

tremendous.

- Rudolf E. Kálmán
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Introduction
• In everyday life we are dependant on sensors
• These sensors often have slight inaccuracy caused my external an internal

factors called noise
• In this study, we use two filtering techniques the Kalman Filter and

Moving Average filter and compare the results of both algorithms

Where are Kalman Filters Used?
Kalman Filters can be applied to anything with a sensor. Tasks include GPS
navigation, signal processing, predicting trajectories of objects and more!



Moving Average Filter
• A filter that works by creating a series of averages of subsets of the full

data set.

Math
This can be mathematically represented with the equation below:

y [i ] = 1

N

N−1∑
j=0

x [i + j ]



Moving Average Filter Example
• Take the example list: [45, 24, 49, 29, 16, 39, 45, 34, 30, 2] with N=2
• The first element can be represented by (45+24)

2 = 34.5, the second by
(24+49)

2 = 36.5, etc.
• We arrive at the final filtered list of: [34.5, 36.5, 39 , 22.5, 27.5, 42, 39.5,

32, 16]



Kalman Filter
• The Kalman Filter is a Linear Quadratic Estimation algorithm
• Uses various noisy measurements to produce estimates that are often more

accurate.
• Has a prediction and update step
• In the prediction step, the Kalman filter uses the noisy measurements to

create estimates, and in the update step the estimates are updated using a
weighted average.



Kalman Filter
The formulas used in both steps and their derivations can be found visually in
[1] and mathematically in [2].

Prediction Step

x̂k = Fk x̂k−1

Pk = FkPk−1FT
k +Qk ∗ a

Update Step

K′ = PkHT
k (HkPkHT

k + Rk)
−1

x̂′k = x̂k + K’(z⃗k–Hk x̂k)

P′k = Pk–K’HkPk



Results



Quantifying Results
• To measure the performance of the two filters we took the mean of the

absolute value of the residuals, Mr .

Math
This can be mathematically represented with the equation below:

Mr = avg(|predicted − true|)



Table of Results



Conclusion
• As hypothesized, the Kalman filter significantly out performed the Moving

Average filter
• Future work contains expanding functionality of the Kalman filter to

handle multiple dimension



Questions?
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